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(57) ABSTRACT

Techniques are provided for optimizing storage of address
information in switch device databases. A control packet is
received from a source host. An address associated with a host
is determined. The address comprises a first and second
address component. The first address component is stored in
a first database and is mapped to an index value that is stored
in the first database. The index value is also stored in a second
database along with the second address component. The first
database may also be examined to determine whether the first
address component is stored in the first database. If the first
address component is stored in the first database, the index
value mapped to the first address component is retrieved. The
second database is examined to determine whether the index
value and the second address component are stored in the
second database.
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1
INCREASING INTERNET PROTOCOL
VERSION 6 HOST TABLE SCALABILITY IN
TOP OF RACK SWITCHES FOR DATA
CENTER DEPLOYMENTS

TECHNICAL FIELD

The present disclosure is a solution that relates to optimiz-
ing storing of host address information in switch device data-
bases.

BACKGROUND

In data center environments, rack units may house many
server devices. Each server device may be configured to host
one or more physical or virtual host devices. The servers in the
rack units are connected to Top of Rack (ToR) switch devices.
The ToR switches, in turn, are connected to other ToR
switches via a spine switch or spine fabric. Data communi-
cations may be exchanged between host devices (physical
and/or virtual) in different rack units. For example, packets of
data communications may be sent from a virtual host device
in one rack unit to a virtual host device in another rack unit.
These packets may be routed between corresponding ToR
switch devices and the spine switch. The ToR switches are
configured to store address information associated with the
host devices in the data center environment.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an example data center environment includ-
ing a plurality of rack units that each host servers and one or
more switch devices that store host device address informa-
tion.

FIG. 2 shows an example of a first database of the switch
device that is configured to store first address components of
the host devices and a second database of the switch device
that is configured to store second address components of the
host devices.

FIG. 3 shows an example logic diagram of the switch
device accessing the first database and the second database to
retrieve the first and second address components of the host
devices.

FIG. 4 shows an example flow chart depicting operations
performed by the switch device to store the first and second
address components of a received packet in respective first
and second databases of the switch device.

FIG. 5 shows an example flow chart depicting operations
performed by the switch device to retrieve the first and second
address components of a received packet from the respective
first and second databases of the switch device.

FIG. 6 shows an example block diagram of the switch
device that is configured to store the first and second address
components of packets in the respective first and second
database.

DESCRIPTION OF EXAMPLE EMBODIMENTS

Overview

Techniques are provided for optimizing storage of address
information in switch device databases. These techniques
may be embodied as a method, apparatus and instructions in
a computer-readable storage media to perform the method. At
a switch device in a network, a neighbor advertisement packet
is received from a source host in the network. An address
associated with a host in the network is determined from the
packet. The address comprises a first address component and
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a second address component. The first address component is
stored in a first database of the switch device, and the first
address component is mapped to an index value. The index
value is stored in the first database of the switch device. The
index value is also stored in a second database of the switch
device along with the second address component.
Additionally, the first database of the switch device may be
examined to determine whether the first address component
of'atarget host address is stored in the first database. Ifthe first
address component is stored in the first database, the index
value that is mapped to the first address component is
retrieved from the first database. The second database is
examined to determine whether the index value and the sec-
ond address component are stored in the second database.

Example Embodiments

The techniques described herein relate to optimizing stor-
age of host address information in switch device databases.
An example data center environment (e.g., “network™) 100 is
illustrated in FIG. 1. FIG. 1 shows two rack units (or “racks™)
in the network 100 at reference numerals 102(1) and 102(2).
Rack unit 102(1) may be referred to hereinafter as “rack unit
1”” and rack unit 102(2) may be referred to hereinafter as “rack
unit 2.

Each of the rack units is configured to host one or more
server devices (“servers”). The servers are depicted at refer-
ence numerals 104(1)-104(m). Server 104(1) may be referred
to hereinafter as “server 1,” server 104(2) may be referred to
hereinafter as “server 2,” and so on. The servers 104(1)-104
(m) may be arranged in one or more local area network
(LANSs). For example, all of the servers 104(1)-104(m) (or a
subset of the servers) may be arranged in the same LAN, or
the servers 104(1)-104(m) may each be arranged in a different
LAN.

The servers 104(1)-104(m) are physical servers that are
configured to exchange data communications with each other
in the network 100. Each of the servers 104(1)-104(m) is
configured to host one or more host devices. These host
devices may be physical or virtual network devices that are
configured to communicate with each other within the net-
work 100. In FIG. 1, the host devices are depicted as virtual
machines at reference numerals 106(1)-106(»), though it
should be appreciated that the communication techniques
described herein may apply to physical host devices as well as
the virtual machines. Virtual machine 106(1) may be referred
to hereinafter as “virtual machine 1” or “VM 1,” virtual
machine 106(2) may be referred to hereinafter as “virtual
machine 2” or “VM 2,” and so on.

Each of the rack units 102(1) and 102(2) also has a switch
device (referred to hereinafter as a “switch,” “top of rack
switch” or “ToR switch™). These switch devices are shown at
reference numerals 108(1) and 108(2). Switch device 108(1)
belongs to rack unit 1 and may be referred to herein as “switch
17 or “ToR switch 1.” Likewise, switch device 108(2) belongs
to rack unit 2 and may be referred to herein as “switch 2 or
“ToR switch 2.” ToR switch 1 and ToR switch 2 each has a
first database and a second database. FIG. 1 shows the first
database at reference numeral 110 in ToR switch 1 and shows
the second database at reference numeral 112 in ToR switch 1.
It should be appreciated that these databases may also be
present in ToR switch 2; for simplicity, the databases are
shown only in ToR switch 1.

The first database 110 and the second database 112 of ToR
switch 1 are configured to store components of address infor-
mation of the host devices (e.g., the virtual machines 106(1)-
106(n)), as described by the techniques herein. For example,
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FIG. 1 shows an address of a host device at reference numeral
114 with a first component (“component 1) 115(1) and a
second component (“component 2”°) 115(2). As shown and
described by the techniques herein, the first component 115
(1) may be stored in the first database 110 and the second
component 115(2) may be stored in the second database 112.
The first database 110 may be referred to as a “longest prefix
match table” or “LPM” table, and the second database 112
may be referred to as a “host routing table” or “HRT.”

ToR switch 1 and ToR switch 2 are connected to a central
switch device, which is shown at reference numeral 109. The
central switch device 109 may be arranged in a “spine” con-
figuration, and accordingly, the central switch device 109 is
referred to as a “spine switch” in FIG. 1. The host devices in
the network are configured to communicate with the ToR
switches. For example, VM 1 will send a control packet to
ToR switch 1 that informs ToR switch 1 of the address infor-
mation associated with VM 1. In this example, VM 1 may
exchange Address Resolution Protocol or ARP (e.g., ARP
version 4 or ARP version 6) neighbor discovery packets such
that ToR switch 1 is informed of the host devices and virtual
machines that it manages. Upon exchanging these neighbor
discovery packets, the ToR switch 1 may store components of
the address associated with the host devices and the virtual
machines based on the techniques described herein. Control
packets may be exchanged between other virtual machines/
host devices and ToR switches in a similar manner.

Additionally, after the control packets have been
exchanged between the virtual machines and the ToR
switches, the host devices may send data communications to
one another. For example, VM 1 in rack unit 1 may exchange
communications with VM 4 in rack unit 2 by exchanging data
packets between server 1 (that hosts VM 1) and server 3 (that
hosts VM 4) via the ToR switch 1, spine switch and ToR
switch 2. In one example, VM 1 may send packets that have a
source target address (e.g., an Internet Protocol (IP) address)
associated with the source host (VM 1) and a target address
(e.g., an IP address) associated with the destination host (VM
4). As described by the techniques herein, upon receiving the
packet, ToR switch 1 may analyze the packet to determine the
target address, the components of which have been stored in
the LPM table and the HRT during the exchange of control
messages. For example, during the exchange of the control
messages, the information in the LPM table and the HRT are
installed, for example, by a routing protocol, and the infor-
mation in these tables is used for Layer 3 look-up when data
packets are received by the ToR switches from one or more of
the host devices.

Reference is now made to FIG. 2. FIG. 2 shows an example
address 114 of a host device in the network 100. In the above
example, if VM 1 is sending a data packet destined for VM 4,
the target address 114 in FIG. 2 represents the address asso-
ciated with VM 4, though it should be appreciated that the
address 114 in FIG. 2 may represent the address for any
virtual machine in the network 100. The target address 114
may be, for example, a 32 bit IP version 4 (IPv4) address or a
128 bit IP version 6 (IPv6) address, though it should be
appreciated that the destination address 114 may represent
addresses (IP address or other address) having any number of
bits. For simplicity, IPv6 addresses are described herein as
simply an example. FIG. 2 shows the target address 114 as an
IPv6 address having a first component 115(1) and a second
component 115(2). The first component 115(1) of the IPv6
destination address 114 denotes the subnet (or virtual local
area network (VL AN)) in which the destination host (VM 4)
resides. The second component 115(2) ofthe IPv6 destination
address 114 denotes the host address associated with VM 4.
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Upon receiving the packet, the ToR switch looks up each
address component in the LPM table and the HRT to route the
packet accordingly. As stated above, this address information
is stored in the respective databases during the exchange of
control packets between the host device and the ToR
switches.

Traditionally, when a ToR switch receives a control packet,
the ToR switch will evaluate the packet for the destination
address 114 and will store the a portion of the destination
address 114 (e.g., a subnet prefix portion of the destination
address 114) in the first database 110 (LPM table) and will
store the entire destination address 114 in the second database
112 (HRT). The LPM table is typically accessed by a proces-
sor of the ToR switch in order to identify the subnet or VLAN
component of the destination address 114 (e.g., for glean
operations and/or conversational packet lookup operations).
The HRT is generally referred to as an “exact match table”
and is typically accessed by the processor of the ToR switch
in order to determine the interface identifier of the destination
host device.

Thus, when the conventional address storage techniques
are utilized, for an IPv4 address, the subnet prefix portion of
the 32 bit IPv4 address is stored in the LPM table and the
entire 32 bit address is stored in the HRT. Likewise, for an
IPv6 address, the subnet prefix portion of the 128 bit IPv6
address is stored in the LPM table and the entire 128 bit
address is stored in the HRT. As network devices and stan-
dards migrate towards implementing IPv6 standards, the con-
ventional techniques are problematic since they have limita-
tions as to the number of IPv6 addresses that can be stored in
the LPM table and HRT of the ToR switches. That is, since
IPv6 addresses utilize the larger 128 bit address information,
traditional techniques of storing the subnet prefix in the LPM
table and the entire address in the HRT will limit the storage
capacity of these databases, especially when compared to the
smaller 32 bit IPv4 addresses. In other words, the LPM table
and HRT will be able to store significantly fewer IPv6
addresses compared to IPv4 addresses. Thus, if traditional
address storage techniques are used for IPv6 addresses, the
ToR switches will be able to route communications only to a
limited number of host devices, due to the reduced address
storage capacity in the LPM table and HRT.

The techniques described herein alleviate the limitations of
these traditional techniques. In particular, the techniques
herein involve compressing the storage of the IPv6 addresses
in the LPM and HRT. Subnet and/or VLAN information is
still stored in the LPM table, and the interface identifier
information of host devices is still stored in the HRT, thus
allowing the processor of the ToR switch to utilize known
packet routing techniques.

The storage of the address information in the ToR switch
databases is optimized by storing components of the address
information in each of the databases. For example, as shown
in FIG. 2, the first address component 115(1) of the address
114 is stored in the first database 110 (the LPM table). The
first address component is mapped to an index value that is
also stored in the LPM table. For example, as stated above,
since subnet information is always stored in the LPM table,
the first address component 115(1) “xxx . . . xx1”* comprises
the subnet information of the address 114 and is mapped to an
index value “A.” That is, in one embodiment of the techniques
described herein, only the component of the destination
address that comprises the subnet information is stored in the
LPM table, and that component is compressed (e.g., mapped)
to the index value. FIG. 2 also shows other components in the
LPM table that are mapped to other index values. The ToR
switch can perform a look-up of these addresses and index
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values in the LPM table and the HRT for data communica-
tions exchanged between host devices.

The second address component 115(2) of a host device is
stored in the second database 112 (HRT). The second address
component 115(2) is stored along with the index value that
represents the compressed first address component 115(1). In
one example, the second address component 115(2) “zzz . . .
771” comprises the remainder portion of the address 114 that
does not include the subnet information (e.g., since that infor-
mation is stored in the LPM table and is mapped to the index
value). The HRT, thus, stores the index value and the second
address component, and together, the index value and the
second address component represent the entire address 114.
That is, the address 114 in the HRT is compressed into two
portions: (1) an index value “A” (mapped to a first component
of the destination address 114) and (2) the second address
portion 115(2) of the destination address 114. By compress-
ing the address 114, the HRT is able to store a larger number
otf'host addresses compared to when the first address compo-
nent and the second address component are both stored in the
HRT. Likewise, by storing only the first address component in
the LPM table, the LPM table is also able to store a larger
number of host addresses compared to when the first address
component and the second address component are both stored
in the LPM table.

As stated above, IPv6 addresses are 128 bits long, and, in
one example, when the address is an IPv6 address, the first
address portion 115(1) may be 64 bits (e.g., corresponding to
a 64 bit subnet prefix) and the second address portion 115(2)
may also be 64 bits (e.g., corresponding to a 64 bit host
interface identity), though it should be appreciated that the
entire address may be divided into portions of any bit length.

Reference is now made to FIG. 3, which shows an example
logic diagram 300 of a ToR switch retrieving the first and
second address components of a destination host device. FIG.
3 is described together with FIG. 1. Referring back to FIG. 1,
as the virtual machines 106(1)-106() exchange packets with
each other, the ToR switches 108(1) and 108(2) utilize the
compression techniques described above to store address
information associated with the virtual machines 106(1)-106
(n). For example, when VM 1 sends a packet destined for VM
4,ToR switch 1 receives the packet from server 1 (which hosts
VM 1). ToR switch 1 evaluates the packet to determine the
target address (associated with VM 4). Upon determining the
target address, ToR switch 1 determines the first address
component (e.g., corresponding to the subnet and/or VLAN
of VM 4) and the second address component (e.g., corre-
sponding to the interface identifier associated with VM 4).
ToR switch 1 then examines its first database (e.g., the LPM
table) 110 to determine whether the first address component
is stored in the first database. If ToR switch 1 locates the first
address component in its LPM table, ToR switch 1 retrieves
the index value that is mapped to the first address component.
This operation is shown at reference numeral A in FIG. 3.
Upon retrieving the index value that is mapped to the first
address component, ToR switch 1 then uses the index value
together with the second address component to look-up the
destination address in the HRT. This operation is shown at
reference numeral B in FIG. 3. That is, the index value that
ToR switch 1 retrieves from the LPM table is used as a “key”
together with the second address component to ultimately
retrieve the destination address from the HRT. After the target
address is determined from the HRT, ToR switch 1 determines
a next-hop adjacency address for the packet and sends the
packet to ToR switch 2 associated with the next-hop adja-
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cency address (through the spine switch 109). The next-hop
adjacency address may be determined, for example, from the
HRT.

If, however, ToR switch 1 does not locate the first address
component in its LPM table, ToR switch 1 performs the
address compression techniques described above to store the
first address component and the second address component in
the LPM table and HRT, respectively. At the same time, if the
packet is not found in the LPM table, the packet is either
dropped by ToR switch 1 if there is no default entry in the
LPM table or forwards the packet to a gateway router if there
is a default entry in the LPM table.

Reference is now made to FIG. 4. FIG. 4 shows an example
flow chart 400 depicting operations performed by a ToR
switch to store the first and second address components in
respective first and second databases. At operation 410, a
switch device (e.g., ToR switch 1) receives a packet from a
source host (e.g., a source virtual machine) in the network.
The switch device, at operation 415 determines from the
packet an address associated with a destination host in the
network. The address comprises a first address component
and a second address component. The first address compo-
nent is stored (e.g., for a look-up match), at operation 420, in
a first database (e.g., the LPM table) of the switch device. At
operation 425, the first address component is mapped to an
index value, and the index value is stored in the first database.
At operation 430, the index value and the second address
component is stored (e.g., for a look-up match) in a second
database (e.g., the HRT) of the switch device.

Reference is now made to FIG. 5. FIG. 5 shows an example
flow chart 500 that depicts operations performed by a ToR
switch to retrieve the first and second address components of
a received packet. At operation 510, the switch device
receives a packet from a source host in a network. The switch
device then determines from the packet, at operation 515, an
address associated with a destination host in the network. The
address comprises a first address component and a second
address component. At operation 520, the switch device
determines whether the first address component is stored in a
first database (e.g., the LPM table) of the switch device. If the
first address component is stored in the first database, the
switch device, at operation 525, retrieves from the first data-
base an index value that is mapped to the first address com-
ponent. If the first address component is not stored in the first
database, the switch device, at operation 530, either drops the
packet if there is no default entry in the LPM or forwards the
packet to a gateway router if there is a default entry in the
LPM. At operation 535, after the switch device retrieves the
index value, the switch device determines whether the index
value and the second address component are stored in a sec-
ond database. If so, the switch device, at operation 540, sends
the packet to a device associated with a next-hop adjacency
address for the packet. If not, the switch device reverts to
operation 530 to drop the packet or forward the pack to the
gateway router.

Reference is now made to FIG. 6. FIG. 6 shows an example
block diagram ofa ToR switch device. For simplicity, the ToR
switch device in FIG. 6 is shown at reference numeral 108,
though it should be appreciated that the ToR switch device
108 may be any of the ToR switch devices in the network 100.
The ToR switch device 108 comprises, among other compo-
nents, a plurality of network ports 602, a switch application
specific integrated circuit (ASIC) unit 604, a processor 606
and a memory 608. The ports 602 are configured to receive
communications (e.g., packets) from devices in the network
100 and to send communications to devices in the network
100. For example, the ports 602 may be configured to send/
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receive data packets to/from the servers 104(1)-104(m) and
to/from the spine switch 108. The ports are coupled to the
switch ASIC 604. The switch ASIC 604 enables packets
received by the ToR switch device 108 to be forwarded to the
appropriate device in the network 100. For example, when the
ToR switch device 108 receives a packet at a first port, the
switch ASIC 604 determines a second port on which the
packet should be forwarded in the network. That is, ifa packet
is received at the first port from server 1, the switch ASIC 604
may determine to forward the packet to the second port,
which services the spine switch 109.

The switch ASIC 604 is coupled to the processor 606. The
processor 606 is, for example, a microprocessor or microcon-
troller that is configured to execute program logic instructions
(i.e., software) for carrying out various operations and tasks
of the ToR switch device 108, as described herein. For
example, the processor 606 is configured to execute routing
update process logic 610 to compress the address information
associated with host devices by accessing the LPM database
110 and the HRT 112 stored in the memory unit 608 of the
ToR switch 108. The memory unit 608 is configured to store
information associated with subnet routes, host routes and
default routes of received packets (e.g., in the LPM database
110 and/or the HRT 112). The functions of the processor 606
may be implemented by logic encoded in one or more tan-
gible computer readable storage media or devices (e.g., stor-
age devices, compact discs, digital video discs, flash memory
drives, etc. and embedded logic such as an ASIC, digital
signal processor instructions, software that is executed by a
processor, etc.).

The memory 608 may comprise read only memory (ROM),
random access memory (RAM), magnetic disk storage media
devices, optical storage media devices, flash memory devices,
electrical, optical, or other physical/tangible (non-transitory)
memory storage devices. The memory 608 stores software
instructions for the routing update process logic 610. The
memory 608 also stores the LPM table 110 and the HRT 112.
The LPM table 110 and the HRT 112 may be stored in a
ternary content addressable memory (TCAM) component of
the memory 608. Thus, in general, memory 608 may com-
prise one or more computer readable storage media (e.g., a
memory storage device) encoded with software comprising
computer executable instructions and when the software is
executed (e.g., by the processor 206), it is operable to perform
the operations described herein for the packet forwarding
process logic 610.

The routing update process logic 610 may take any of a
variety of forms, so as to be encoded in one or more tangible
computer readable memory media or storage devices for
execution, such as fixed logic or programmable logic (e.g.,
software/computer instructions executed by a processor). In
one example, the routing table process logic 610 may be
stored in a memory component of the switch ASIC 604. The
processor 606 may be an ASIC that comprises fixed digital
logic, or a combination thereof.

For example, the processor 606 may be embodied by digi-
tal logic gates in a fixed or programmable digital logic inte-
grated circuit, which digital logic gates are configured to
perform the routing table process logic 610. In general, the
routing update process logic 610 may be embodied in one or
more computer readable storage media encoded with soft-
ware comprising computer executable instructions and when
the software is executed operable to perform the operations
described hereinafter.

It should be appreciated that the techniques described
above in connection with all embodiments may be performed
by one or more computer readable storage media that is
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8

encoded with software comprising computer executable
instructions to perform the methods and steps described
herein. For example, the operations performed by one or more
of'the ToR switches may be performed by one or more com-
puter or machine readable storage media (non-transitory) or
device executed by a processor and comprising software,
hardware or a combination of software and hardware to per-
form the techniques described herein.

In summary, a method is provided comprising: at a switch
device in a network, receiving a control packet from a source
host in the network; determining from the control packet an
address associated with a host in the network, wherein the
address comprises a first address component and a second
address component; storing the first address component in a
first database of the switch device; mapping the first address
component to an index value and storing the index value in the
first database; and storing the index value and the second
address component in a second database of the switch device.

In addition, a method is provided comprising: at a switch
device in a network, receiving a data packet from a source
host in the network; determining from the data packet an
address associated with a target host in the network, wherein
the address comprises a first address component and a second
address component; examining a first database of the switch
device to determine whether the first address component of a
target host address is stored in the first database; if the first
address component is determined to be stored in the first
database, retrieving from the first database an index value that
is mapped to the first address component and examining a
second database of the switch device to determine whether
the index value and the second address component are stored
in the second database.

Furthermore, an apparatus is provided comprising: a plu-
rality of network ports; a switch unit coupled to the plurality
of network ports; a memory; and a processor coupled to the
switch unit and the memory and configured to: receive a
control packet from a source host in the network; determine
from the control packet an address associated with a destina-
tion host in the network, wherein the address comprises a first
address component and a second address component; store
the first address component in a first database; map the first
address component to an index value and store the index value
in the first database; and store the index value and the second
address component in a second database.

In addition, one or more computer readable storage media
encoded with software is provided comprising computer
executable instructions and when the software is executed
operable to: receive a control packet from a source host in the
network; determine from the control packet an address asso-
ciated with a host in the network, wherein the address com-
prises a first address component and a second address com-
ponent; store the first address component in a first database of
the switch device; map the first address component to an
index value and store the index value in the first database; and
store the index value and the second address component in a
second database of the switch device.

The above description is intended by way of example only.
Various modifications and structural changes may be made
therein without departing from the scope of the concepts
described herein and within the scope and range of equiva-
lents of the claims.

What is claimed is:

1. A method comprising:

at a switch device in a network: receiving a control packet

from a source host in the network;
determining from the control packet an Internet Protocol
(IP) address associated with a host in the network,
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wherein the IP address is divided into a first IP address
component that is a subnet associated with the host
and a second IP address component that is an interface
identifier of the host;

storing the first IP address component in a first database
that is a longest prefix match (LPM) database of the
switch device;

mapping the first IP address component to an index
value that together with the second IP address repre-
sents the host IP address and storing the index value in
the first database;

storing the index value and the second IP address com-
ponent in a second database that is a host routing table
(HRT) of the switch device;

receiving a data packet including an IP address including a

target subnet associated with a target host and a target

interface identifier of the target host; and

searching the LPM database for the target subnet and, upon

finding the target subnet: retrieving from the LPM data-
base an index value mapped to the target subnet; and
searching the HRT for the index value and the target
interface identifier that together represent the target host
IP address; and

upon finding the index value and the target interface iden-

tifier in the HRT:

determining a next-hop adjacency address for the data

packet; and

sending the data packet to a device associated with the

next-hop adjacency address.
2. The method of claim 1, wherein receiving comprises
receiving the control packet having an Internet Protocol ver-
sion 6 (IPv6) address associated with the host.
3. The method of claim 1, wherein storing the index value
and the second address component comprises storing the
index value and the second address component in the second
database of the switch device such that the second database is
able to store a larger number of host addresses compared to
when the first address component and the second address
component are stored in the second database.
4. The method of claim 1, wherein the first address com-
ponent has a length of 64 bits or more for subnet address.
5. The method of claim 1, wherein a look-up in the first
database and another look-up in the second database address
component together have a length of 128 bits.
6. The method of claim 1, further comprising:
if the first address component is determined to be stored in
the first database and if the index value and the second
address component are determined to not be stored in the
second database, determining a next-hop adjacency
address for the packet from the first database; and

sending the packet to a device associated with the next-hop
adjacency address.

7. The method of claim 1, further comprising dropping the
packet when there is no default entry in the first database or
forwarding the packet to a gateway router when there is a
default entry in the first database.

8. The method of claim 1, wherein only first IP address
components of IP addresses and indexes mapped to and rep-
resentative of corresponding ones of the first IP address com-
ponents are stored in the LPM database.

9. An apparatus comprising:

a plurality of network ports;

a switch unit coupled to the plurality of network ports;

a memory; and

aprocessor coupled to the switch unit and the memory, and

configured to:

10

receive a control packet from a source host in the net-
work;
determine from the control packet an Internet Protocol
(IP) address associated with a host in the network,
wherein the IP address is divided into a first IP address
component that is a subnet associated with the host
and a second IP address component that is an interface
identifier of the host;
store the first IP address component in a first database that is

" a longest prefix match (LPM) database;
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map the first IP address component to an index value that
together with the second IP address represents the
host IP address and storing the index value in the first
database;

store the index value and the second IP address component

in a second database that is a host routing table (HRT);

receive a data packet including an IP address including a

target subnet associated with a target host and a target
interface identifier of the target host; and

search the LPM database for the target subnet and, upon

finding the target subnet: retrieve from the LPM data-
base an index value mapped to the target subnet; and
search the HRT for the index value and the target inter-
face identifier that together represent the target host IP
address; and

upon finding the index value and the target interface iden-

tifier in the HRT:

determine a next-hop adjacency address for the data

packet; and

send the data packet to a device associated with the next-

hop adjacency address.

10. The apparatus of claim 9, wherein the processor is
further configured to store the index value and the second
address component in the second database such that the sec-
ond database is able to store a larger number of host addresses
compared to when the first address component and the second
address component are stored in the second database.

11. The apparatus of claim 9, wherein the LPM database
stores only first IP address components of IP addresses and
indexes mapped to and representative of corresponding ones
of' the first IP address components.

12. A non-transitory computer-readable storage media
encoded with software comprising computer executable
instructions and when the software is executed operable to:

receive a control packet from a source host in network;

determine from the control packet an Internet Protocol (IP)
address associated with a host in the network, IP address
is divided into a first IP address component that is a
subnet associated with the host and a second IP address
component that is an interface identifier of the host;
store the first address component in a first database that is
alongest prefix match (LPM) database of switch device;
map the first IP address component to an index value that
together with the second IP address represents the host IP
address and storing the index value in the first database; store
the index value and the second IP address component in a
second database that is a host routing table (HRT) of the
switch device;
receive a data packet including an IP address including a
target subnet associated with a target host and a target inter-
face identifier of the target host; and
search the LPM database for the target subnet and, upon
finding the target subnet: retrieve from the L.PM database an
index value mapped to the target subnet; and search the HRT
for the index value and the target interface identifier that
together represent the target host IP address; and
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upon finding the index value and the target interface identifier
in the HRT:

determine a next-hop adjacency address for the data packet;
and

send the packet to a device associated with the next-hop
adjacency address.

13. The computer-readable storage media of claim 12,
wherein the instructions operable to store the index value and
the second address component in the second database com-
prise instructions operable to store the index value and the
second address component in the second database such that
the second database is able to store a larger number of host
addresses compared to when the first address component and
the second address component are stored in the second data-
base.

14. The computer-readable storage media of claim 12,
wherein the LPM database stores only first IP address com-
ponents of IP addresses and indexes mapped to and represen-
tative of corresponding ones of the first IP address compo-
nents.
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